
Games Agains t Nature: Decision Making
Under Uncer tainty 1

Today’s topics:

1. A Simple Decision

2. Introduction to Decision Analysis

3. Str ucturing the Decision

4. Influence Diag rams

5. The Glix Case

(See Dixit & Skeat h, 2nd: pp. 222−228, 3rd: pp. 251−261.)
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The Simples t Decision — Case 1

The simples t decision under uncertainty —
calling a coin toss: you win $10 not hing.

— Highlights some concepts which are useful in more
comple x decisions.

Let ’s start wit h a volunt eer and ask him/her some ques tions.

1.
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1. Would you pay $1 for a ticket to play the game?
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The simples t decision under uncertainty —
calling a coin toss: you win $10 not hing.

— Highlights some concepts which are useful in more
comple x decisions.

Let ’s start wit h a volunt eer and ask him/her some ques tions.

1. Would you pay $1 for a ticket to play the game?

2. What ’s the minimum you’d sell the ticket for?

3. What ’s the maximum you ’d pay for perfect
infor mation about the toss (from a clairvo yant)?

4.
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The Simples t Decision — Case 1

The simples t decision under uncertainty —
calling a coin toss: you win $10 not hing.

— Highlights some concepts which are useful in more
comple x decisions.

Let ’s start wit h a volunt eer and ask him/her some ques tions.

1. Would you pay $1 for a ticket to play the game?

2. What ’s the minimum you’d sell the ticket for?

3. What ’s the maximum you ’d pay for perfect
infor mation about the toss (from a clairvo yant)?

4. And for imper fect infor mation?

Ever yone writ e down your answer s to Ques tions 2 and 3.
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Coin toss

______ values this game at ___¢.
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______ values this game at ___¢.

______ values Perfect Infor mation at $_____
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______ values this game at ___¢.

______ values Perfect Infor mation at $_____

______ values imper fect infor mation at < $_____
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Consis t ency Chec k

1. You sell the Tic ket to the Lott ery for your Cer tain
Eq uivalent, or minimum selling price $X .

You walk away wit h $X for cer tain.

2.
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Consis t ency Chec k

1. You sell the Tic ket to the Lott ery for your Cer tain
Eq uivalent, or minimum selling price $X .

You walk away wit h $X for cer tain.

2. You buy Per fect Infor mation about the coin toss for a
maximum of $Y . You then correctl y call the toss and
win the $10

You walk away wit h for cer tain.

3.
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Consis t ency Chec k

1. You sell the Tic ket to the Lott ery for your Cer tain
Eq uivalent, or minimum selling price $X .

You walk away wit h $X for cer tain.

2. You buy Per fect Infor mation about the coin toss for a
maximum of $Y . You then correctl y call the toss and
win the $10

You walk away wit h for cer tain.

3. So, to be consis t ent:
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Consis t ency Chec k ...

Minimum selling price
(The Cer tain Equivalent)

+
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Consis t ency Chec k ...

Minimum selling price
(The Cer tain Equivalent)

+
Value of Per fect Infor mation (VPI)

=
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Consis t ency Chec k ...

Minimum selling price
(The Cer tain Equivalent)

+
Value of Per fect Infor mation (VPI)

=
Maximum Pay off

But why?

The Value of Imper fect Infor mation
mus t be less than

the Maximum Pay off
minus

Minimum selling price
(The Certain Equiv alent)
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Calling the Toss

Concepts:

➣

< >



Lecture 7 UNSW © 2009 Page 6

Calling the Toss

Concepts:

➣ Uncer tainty and probability

➣

< >



Lecture 7 UNSW © 2009 Page 6

Calling the Toss

Concepts:

➣ Uncer tainty and probability

➣ Profit lott eries

➣

< >



Lecture 7 UNSW © 2009 Page 6

Calling the Toss

Concepts:

➣ Uncer tainty and probability

➣ Profit lott eries

➣ Decisions as allocations of resources

➣

< >



Lecture 7 UNSW © 2009 Page 6

Calling the Toss

Concepts:

➣ Uncer tainty and probability

➣ Profit lott eries

➣ Decisions as allocations of resources

➣ Sunk cost — irretr ievable allocations of resources

➣

< >



Lecture 7 UNSW © 2009 Page 6

Calling the Toss

Concepts:

➣ Uncer tainty and probability

➣ Profit lott eries

➣ Decisions as allocations of resources

➣ Sunk cost — irretr ievable allocations of resources

➣ Cer tain Equiv alent — value of the lott ery

➣

< >



Lecture 7 UNSW © 2009 Page 6

Calling the Toss

Concepts:

➣ Uncer tainty and probability

➣ Profit lott eries

➣ Decisions as allocations of resources

➣ Sunk cost — irretr ievable allocations of resources

➣ Cer tain Equiv alent — value of the lott ery

➣ Infor mation and probability
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➣
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➣ Value of infor mation

➣
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➣ Value of infor mation

➣ Consis t ency in decision making
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➣ Value of infor mation

➣ Consis t ency in decision making

➣ Decisions ver sus outcomes
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➣ Individual decisions, corpor ate decisions
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➣ Value of infor mation

➣ Consis t ency in decision making

➣ Decisions ver sus outcomes

➣ What is meant by a good decision?

➣ Individual decisions, corpor ate decisions

➣ Decision trees:

➣ & Influence diagrams.

Ent er?

$0Toss

CallCall

$10$0$0$10

No
Yes

−$1

Heads Tails

“H” “T” “H” “T”
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Points to Ponder :

1.
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3. Limit to the value of imper fect infor mation
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Points to Ponder :

1. Probability is a state of mind (infor mation)

2. Limit to the Value of Per fect Infor mation

3. Limit to the value of imper fect infor mation
< the Value of Per fect Infor mation (VPI)

4. Consis t ency chec k:

Cer tain Equiv alent + VPI = maximum payoff.

5. ∴ Value of imper fect infor mation
< maximum payoff − Cer tain Equiv alent

6. Risk averse or risk prefer ring or risk neutral?
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Insights?

1. The three elements of a decision:

•
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Insights?

1. The three elements of a decision:

• actions: here call “Heads” or “Tails”.

• events are Nature’s possible moves: here Heads
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nothing.
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• events are Nature’s possible moves: here Heads
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Insights?

1. The three elements of a decision:

• actions: here call “Heads” or “Tails”.

• events are Nature’s possible moves: here Heads
or Tails.

• outcomes: here eit her $10 for a correct call or
nothing.

2. Her attitude to risk: the minimum she was prepared to
sell the ticket for.

3. Her value of infor mation: limit ed by the Value of
Perfect Infor mation, a function of the probabilities and
payoffs.
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Decision Analysis: Games Agains t Nature

The Decision Response Hierarchy

Ins tinctive

Emotional

Logical/Intuitive

Infor med
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The Decision Response Hierarchy

Moving up the hierarchy cor responds to increasing
consciousness, clarity, and power.

Whic h response do you use most often in making decisions?

Infor med
Logical or Intuitive (lear ned)
Emotional
Ins tinctive
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Basic Concepts

A technique for helping make decisions, and avoiding pitfalls.

We discuss:

➣
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Basic Concepts

A technique for helping make decisions, and avoiding pitfalls.

We discuss:

➣ Formulating the issue.

➣ Identifying the alter native actions.

➣ Valuing the possible outcomes.
(Not merel y in monetar y terms.)

➣ Encoding uncertainty. → probabilities

➣ Cer tain Equiv alent (C.E.).

➣ The Value of Per fect Infor mation. (VPI)

➣ The value of imper fect infor mation.

➣ Utility and risk aversion.
The utility of a lott ery is its expect ed utility
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Why Is Decision-Making Difficult?

➣

< >



Lecture 7 UNSW © 2009 Page 13

Why Is Decision-Making Difficult?

➣ Uncer tain consequences or outcomes.

➣

< >



Lecture 7 UNSW © 2009 Page 13

Why Is Decision-Making Difficult?

➣ Uncer tain consequences or outcomes.

➣ Conflicting objectives

➣

< >



Lecture 7 UNSW © 2009 Page 13

Why Is Decision-Making Difficult?

➣ Uncer tain consequences or outcomes.

➣ Conflicting objectives

➣ Competing projects or alter natives

➣

< >



Lecture 7 UNSW © 2009 Page 13

Why Is Decision-Making Difficult?

➣ Uncer tain consequences or outcomes.

➣ Conflicting objectives

➣ Competing projects or alter natives

➣ Being held accountable for outcomes

➣

< >



Lecture 7 UNSW © 2009 Page 13

Why Is Decision-Making Difficult?

➣ Uncer tain consequences or outcomes.

➣ Conflicting objectives

➣ Competing projects or alter natives

➣ Being held accountable for outcomes

➣ Multiple decision maker s

➣

< >



Lecture 7 UNSW © 2009 Page 13

Why Is Decision-Making Difficult?

➣ Uncer tain consequences or outcomes.

➣ Conflicting objectives

➣ Competing projects or alter natives

➣ Being held accountable for outcomes

➣ Multiple decision maker s

➣ Risk attitude
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Decision Analysis Addresses These Issues By:

➣ Focussing on what don’t kno w rather than refining what
you already knew.

➣ Appl ying a logicall y correct methodology to consis t ently
ev aluat e alt ernatives

➣ Gaining insight int o the decision problem

— the numbers should alway s be subservient to the
insights gained.
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What Is Decision Analysis?

Decision analysis is:

A met hodology based on a set of probabilis tic
fr amework s which facilit ates high-quality, logical
discussions, leading to clear and compelling actions by
the decision maker.

— insights, not jus t number s.
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What Is Decision Analysis?

Decision analysis is:

A met hodology based on a set of probabilis tic
fr amework s which facilit ates high-quality, logical
discussions, leading to clear and compelling actions by
the decision maker.

— insights, not jus t number s.

Decision analysis is not:

— A met hod for jus tifying decisions already made.

— Cos t-benefit anal ysis

— A cookbook
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Decision analysis provides answer s to ques tions such as:

➣ How risky is this project?

➣ Which plan do we follow?

➣ Which assumptions are mos t impor tant?

➣ What is the project ’s pot ential?

➣ Should we gat her more dat a?
(and if so, what’s the maximum we should pay?)
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Beginning Principles:

The best you can do is to int egrate in a logical manner:

➣
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Beginning Principles:

The best you can do is to int egrate in a logical manner:

➣ What you can do.

➣ What you kno w. (Such as likelihoods and values)

➣ What you want or value. (Such as your risk attitude)

Decision
model

What you know

What you can do

What you want
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The Decision Analysis Process.

Decision analysis is a three-s tage, quality process. But if at
any step in the process the decision becomes obvious, you
should stop and make the decision.

1.
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The Decision Analysis Process.

Decision analysis is a three-s tage, quality process. But if at
any step in the process the decision becomes obvious, you
should stop and make the decision.

1. Structuring: Fr ame the Right Problem

➣ Clar ify the decision.

➣ Raise and sort issues.

➣ Gener ate creative alt ernatives.

➣ Model the problem.
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The Decision Analysis Process — Stage 2

2.
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The Decision Analysis Process — Stage 2

2. Evaluation: Use Logical Thinking

➣ Discover what is impor tant.

➣ Appl y an appropr iate risk attitude.

➣ Det ermine the maximum value of new
infor mation.

3.
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The Decision Analysis Process — Stage 2

2. Evaluation: Use Logical Thinking

➣ Discover what is impor tant.

➣ Appl y an appropr iate risk attitude.

➣ Det ermine the maximum value of new
infor mation.

3. Agreement : Have Commitment to Action

➣ Chec k for refinement.

➣ Ag ree on course of action.

➣ Implement course of action.
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Decision analysis is a normative process.

The ter m decision analysis is becoming a broadl y used ter m
in many indus tries. While it can be used descriptivel y, here
we use the nor mative meaning.
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Decision analysis is a normative process.

The ter m decision analysis is becoming a broadl y used ter m
in many indus tries. While it can be used descriptivel y, here
we use the nor mative meaning.

Descriptive decision analysis is a present-s tat e approach,
descr ibing how things are.

Normative decision analysis is a future-s tat e approach,
descr ibing how things should be.
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Why Decision Analysis?

➣ Decision making is at the heart of mos t technical, business
and government al problems, not to mention one’s private
life.

➣
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Why Decision Analysis?

➣ Decision making is at the heart of mos t technical, business
and government al problems, not to mention one’s private
life.

➣ Decision making requires the study of uncer tainty. There
are no sure things;
risk-t aking is inescapable.

— How does uncertainty affect decision-making?

— How can one make a rational or prudent decision (a
“good” decision) without knowing exactl y what
consequences will follow?
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➣ Think of risk-t aking in ter ms of gambles or lott eries.
Uncer tainty can only be studied for mally through
probability theor y, the only theor y of uncertainty which
has this important proper ty:
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➣ Think of risk-t aking in ter ms of gambles or lott eries.
Uncer tainty can only be studied for mally through
probability theor y, the only theor y of uncertainty which
has this important proper ty:

the likelihood of any event following the
present ation of a sequence of points of data does not
depend upon the order in which those data are
present ed.
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Probability is a state of mind, not things.

➣
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Probability is a state of mind, not things.

➣ The Bayesian approach allows us to assign probabilities in
once-of f situations.

e.g. What is the value to you of a single toss of a coin:
$100 if heads, nothing if tails?

Define the expect ed re tur n from the single toss to be the
av erage retur n of a hypothetical series of many tosses:
$100 × ½ + $0 × ½ = $50. Treat unique events as if they
were played over many times.

➣ All prior experience mus t be used in assessing
probabilities. (Coins are almos t alw ays fair; it’s war m
enough to go to the beach most weekends in March in
Sydney.)

< >



Lecture 7 UNSW © 2009 Page 24

Values plus probabilities.

➣ Decision making requires the assessment of values as well
as probabilities.
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➣ Decision making requires the assessment of values as well
as probabilities.

Would you pay as much as $50 to play in the once-off
coin toss (for $100)? Fe w people would; most people
would pay a premium to reduce their risk: they are risk
averse, and would sell their lott ery tic ket at something
less than $50; the lowest selling price is their Cer tain
Eq uivalent (C.E.).

The risk premium equals the expect ed retur n less the
cer tain equiv alent, when selling.

Risk aversion can be defined and measured using utility
theor y.
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The utility of a lott ery ...

➣ Decisions can only be made when a crit erion is
es tablished for choosing among alter natives.

The utility of a lott ery is its expect ed utility.

(by the definition of utility — remember this!)

➣
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➣ The implications of the present for the future mus t be
considered. What discount rat e to use.
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The utility of a lott ery ...

➣ Decisions can only be made when a crit erion is
es tablished for choosing among alter natives.

The utility of a lott ery is its expect ed utility.

(by the definition of utility — remember this!)

➣ The implications of the present for the future mus t be
considered. What discount rat e to use.

➣ Mus t dis tinguish between a good decision and a good
outcome.

Pr udent decision-making doesn’t guar antee the desired
outcome invariabl y, but should improv e the odds.
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The Value of Per fect Infor mation?

➣ Of ten we can, at a cost, reduce our uncertainty about
Nature’s future events (using market research,
forecas ting, st atis tical anal ysis). There mus t be a limit to
what we should spend in these endeavour s—how much is
it?

= The Value of Per fect Infor mation. (VPI)
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what we should spend in these endeavour s—how much is
it?

= The Value of Per fect Infor mation. (VPI)

No te that if perfect infor mation would not change our
decision, then it’s wor th not hing to us because our
expect ed payoffs wouldn’t change wit h PI.

➣ The value of imper fect infor mation is less (of course).

Of ten we can, at a cost, buy more cer tainty about the
future (pay an insur ance premium, buy a hedge agains t
future outcomes).
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The Value of Per fect Infor mation?

➣ Of ten we can, at a cost, reduce our uncertainty about
Nature’s future events (using market research,
forecas ting, st atis tical anal ysis). There mus t be a limit to
what we should spend in these endeavour s—how much is
it?

= The Value of Per fect Infor mation. (VPI)

No te that if perfect infor mation would not change our
decision, then it’s wor th not hing to us because our
expect ed payoffs wouldn’t change wit h PI.

➣ The value of imper fect infor mation is less (of course).

Of ten we can, at a cost, buy more cer tainty about the
future (pay an insur ance premium, buy a hedge agains t
future outcomes).

What is a fair price to pay?
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Summar y of Introduction

We need a methodology to help us make dif ficult decisions.
Decision analysis provides that methodology.

Decision analysis focuses on what we don’t know, rat her
than on refining what we do know.

The best you can do is to int egrate in a logical manner:

➣ What you can do,

➣ What you know, and

➣ What you value.
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Summar y of Introduction

We need a methodology to help us make dif ficult decisions.
Decision analysis provides that methodology.

Decision analysis focuses on what we don’t know, rat her
than on refining what we do know.

The best you can do is to int egrate in a logical manner:

➣ What you can do,

➣ What you know, and

➣ What you value.

Decision analysis has three distinct stages — Structuring,
Evaluation, and Agreement.
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Structur ing the Decision

Define the Problem and the Decision Crit erion

To begin str ucturing the decision, we mus t fir st define the
problem and the decision crit erion.

➣ What is the decision?

➣ Who is the decision maker?

➣ What is the decision crit erion?
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Structur ing the Decision

Define the Problem and the Decision Crit erion

To begin str ucturing the decision, we mus t fir st define the
problem and the decision crit erion.

➣ What is the decision?

➣ Who is the decision maker?

➣ What is the decision crit erion?

— the decision crit erion can be anyt hing that allows the
decisionmaker to quantit ativel y dis tinguish one
alt ernative from another :

— Net present value (NPV)

— Int ernal rat e of retur n (IRR)

— Cash flow

— Goodwill/reput ation

— Other s
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Br ainstorming

Once the problem has been defined, we need to brains t orm
and sort issues.

Raise issues.

Separ ate issues in order to begin problem framing.

Cat egorise the decisions using the decision hierarchy, to help
identify the scope of the problem and to separ ate cons traints
and implement ation from the focus of the analysis.
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The Decision Hierarchy

The focus of decision analysis is at the str ategic level.

Policy

Strategy

Tactics

Cons traints

Focus of Analysis

Implement ation

}
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Decision levels.

Policy decisions are cons traints.

Strategy decisions are the focus of our analysis here.

Tactical decisions are follow-on implement ation decisions.
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Influence Diagrams

The next step is to model the decision making using
influence diagrams.

Influence diagrams:

➣
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Influence diagrams:

➣ Provide a clear, graphical picture of a problem

➣ Show relationships and relevance

➣
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➣ Show relationships and relevance

➣ Facilit ate dialogue among team members wit h dif ferent
bac kgrounds and interes ts
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➣ Cannot hav e circular references or feedbac k loops

➣

< >



Lecture 7 UNSW © 2009 Page 32

Influence Diagrams

The next step is to model the decision making using
influence diagrams.

Influence diagrams:

➣ Provide a clear, graphical picture of a problem

➣ Show relationships and relevance

➣ Facilit ate dialogue among team members wit h dif ferent
bac kgrounds and interes ts

➣ Provide a means to compare alt ernatives

➣ Facilit ate deleg ation

➣ Cannot hav e circular references or feedbac k loops

➣ Are not flow diag rams
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Plotting an Influence Diagram:
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Plotting an Influence Diagram:

Uncer tainties are chance events,
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Plotting an Influence Diagram:

Uncer tainties are chance events,

Decisions are controllable,

Values are what you prefer,

Arro ws indicat e relevance (not timing) →
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Plotting an Influence Diagram:

Uncer tainties are chance events,

Decisions are controllable,

Values are what you prefer,

Arro ws indicat e relevance (not timing) →

An arrow int o an uncertain node means relevance.
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Plotting an Influence Diagram:

Uncer tainties are chance events,

Decisions are controllable,

Values are what you prefer,

Arro ws indicat e relevance (not timing) →

An arrow int o an uncertain node means relevance.

An arrow int o a decision node means “is known”.
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Plotting an Influence Diagram:

Uncer tainties are chance events,

Decisions are controllable,

Values are what you prefer,

Arro ws indicat e relevance (not timing) →

An arrow int o an uncertain node means relevance.

An arrow int o a decision node means “is known”.

An arrow int o a value node ◊ means “functional”.
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Influence diagrams typically flow from decisions to
uncer tainties to value.

Ar row s indicat e relevance and show relationships.

Decision Value

Uncer tainty
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Influence diagrams typically flow from decisions to
uncer tainties to value.

Ar row s indicat e relevance and show relationships.

Decision Value

Uncer tainty

Be careful when adding an arrow: influence diagrams are not
flo w char ts; ar row s are not necessar ily timings.
The lack of an arrow say s more than having an arrow.
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Influence diagrams typically flow from decisions to
uncer tainties to value.

Ar row s indicat e relevance and show relationships.

Decision Value

Uncer tainty

Be careful when adding an arrow: influence diagrams are not
flo w char ts; ar row s are not necessar ily timings.
The lack of an arrow say s more than having an arrow.

In this I.D., the decision affects the uncertainty, as well as
the outcome:
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Influence diagrams typically flow from decisions to
uncer tainties to value.

Ar row s indicat e relevance and show relationships.

Decision Value

Uncer tainty

Be careful when adding an arrow: influence diagrams are not
flo w char ts; ar row s are not necessar ily timings.
The lack of an arrow say s more than having an arrow.

In this I.D., the decision affects the uncertainty, as well as
the outcome: e.g. eating and drinking to excess may lead to
illness.
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The influence diagram for the coin-tossing decision:

Your
decision

Payoff

Coin
toss
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The influence diagram for the coin-tossing decision:

Your
decision

Payoff

Coin
toss

Since your decision (of whether to inves t, and, if so, whether to
call “heads” or “tails”) does not influence the outcome of the
coin toss, there is no arrow from the decision node to the
chance node.
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The influence diagram for the coin-tossing decision:

Your
decision

Payoff

Coin
toss

Since your decision (of whether to inves t, and, if so, whether to
call “heads” or “tails”) does not influence the outcome of the
coin toss, there is no arrow from the decision node to the
chance node.

And since you will call the toss before you know the outcome,
the arrow from the chance node goes to the payoff node.
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The influence diagram for the coin-tossing decision:

Your
decision

Payoff

Coin
toss

Since your decision (of whether to inves t, and, if so, whether to
call “heads” or “tails”) does not influence the outcome of the
coin toss, there is no arrow from the decision node to the
chance node.

And since you will call the toss before you know the outcome,
the arrow from the chance node goes to the payoff node.

This is a ver y common Influence Diagram. Other examples?
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Decision-making with a Clair voy ant (ver y unusual)

Decision

Uncer tain
outcomes

Value

< >



Lecture 7 UNSW © 2009 Page 36

Decision-making with a Clair voy ant (ver y unusual)

Decision

Uncer tain
outcomes

Value

Before you make the decision you know the outcome of the
future uncer tainty, as shown by the arrow from the Uncer tainty
to the Decision. Both affect the Outcome. No te: there mus t
have been a prior decision to seek the clairvo yant ’s knowledge.
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Decision-making with Unreliable Infor mation (usual)

Decision

Uncer tain
outcomes

Value

Test
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Decision-making with Unreliable Infor mation (usual)

Decision

Uncer tain
outcomes

Value

Test

The Uncer tainty affects the Tes t (in an uncertain way, since it’s
not 100% reliable), the result of which is known before you
make the Decision. No te: there mus t have been a prior decison
to under take the tes t.

< >



Lecture 7 UNSW © 2009 Page 38

Three Types of Influence — 1. Probabilis tic:

(See DAT A 3.5 Manual extr act in the Readings.)

1. Probabilis tic Influence

Marketing
Budget?

Success

Decision about the Marketing Budget can influence the
probability of success. If not, then no arrow.
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Three Types of Influence — 1. Probabilis tic:

(See DAT A 3.5 Manual extr act in the Readings.)

1. Probabilis tic Influence

Marketing
Budget?

Success

Decision about the Marketing Budget can influence the
probability of success. If not, then no arrow.

Judge’s
Decision

Liability

The probability of the defendent ’s liability depends on
whet her the judge will admit particular evidence. (Not
necessar ily a time flow.)
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Three Types of Influence — 2. Value:

2. Value Influence

Av ailability Cos t

The manufactur ing cos t depends on the (unknown) local
av ailability of an input.
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Three Types of Influence — 2. Value:

2. Value Influence

Av ailability Cos t

The manufactur ing cos t depends on the (unknown) local
av ailability of an input.

Decision Profit

The manager ’s decisions influence the profit of a plant.
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Three Types of Influence — 3. Str uctural:

3. Structural Influence

What? When?

What to make is decided before When to make it.
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Three Types of Influence — 3. Str uctural:

3. Structural Influence

What? When?

What to make is decided before When to make it.

IPO 1 Float 2?

The outcome of floating firm 1 will be kno wn before the
decision of floating firm 2 is made.
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Three Types of Influence — 3. Str uctural:

3. Structural Influence

What? When?

What to make is decided before When to make it.

IPO 1 Float 2?

The outcome of floating firm 1 will be kno wn before the
decision of floating firm 2 is made. ∴ No arrow to the
fir st (or only) decision: the uncertainty is already known
or given at the time of decision.
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Influence Diagrams — Summary

An influence diagram provides a simple graphical represent ation
of an uncertain decision problem. It cont ains at least three
elements, linked with arrow s to show the specific relationships
among them:

➣ Decisions are represent ed by squares or rect angles.

➣ Chance events (t he uncer tainty of which will be resol ved
before the payoff) are represent ed by circles or ellipses.

➣ Values or payoffs are represent ed by diamonds:

➣ De t erminis tic nodes are represent ed by double ellipses::

< >
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Influence diagrams.

Influence diagrams provide a snapshot of the decision
environment at one point in time.

They are not flow char ts or diagrams.

They cannot cont ain cycles.

The arrows mus t indicat e how uncer tainty is revealed
(all will be revealed before the final payoff, but
decisions are made with some uncertainty remaining).
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Influence Diagrams — war ning

Influence Diagrams are used to focus on decisions
involving (future) uncertainty.

The Influence Diagram thus focuses on what might
happen to influence the final payof f af ter the (first)
decision has been made.

There is no point in plotting any pre-e xisting
influences on the decision-maker that occur before the
fir st decision is made; these are taken as given and
(usuall y) excluded as incoming arrows int o the first
decison node (a rect angle).

Influence Diagrams are not used to examine the
“influences” on the decision maker before the first
decision is made.
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The Glix Case:

The Gaggle Company has developed a new product —
Glix.

While you think that Glix has great potential, you are
unsure whet her Glix will be profit able if brought to
market.

Your decision: There are three alter natives facing you:

1.
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The Gaggle Company has developed a new product —
Glix.

While you think that Glix has great potential, you are
unsure whet her Glix will be profit able if brought to
market.

Your decision: There are three alter natives facing you:

1. launch Glix your self

2.
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The Glix Case:

The Gaggle Company has developed a new product —
Glix.

While you think that Glix has great potential, you are
unsure whet her Glix will be profit able if brought to
market.

Your decision: There are three alter natives facing you:

1. launch Glix your self

2. sell Glix to another company, or

3.

< >



Lecture 7 UNSW © 2009 Page 44

The Glix Case:

The Gaggle Company has developed a new product —
Glix.

While you think that Glix has great potential, you are
unsure whet her Glix will be profit able if brought to
market.

Your decision: There are three alter natives facing you:

1. launch Glix your self

2. sell Glix to another company, or

3. licence Glix to all comers
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Issues about Glix.

Issues about Glix include:

➣
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Issues about Glix include:

➣ Market size
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➣ Marketing costs

➣ Profit
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➣
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Issues about Glix.

Issues about Glix include:

➣ Market size

➣ Revenue

➣ Marketing costs

➣ Profit
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Issues about Glix.

Issues about Glix include:

➣ Market size

➣ Revenue

➣ Marketing costs

➣ Profit

➣ Share price

➣ Manufactur ing cos ts

➣ Regulations
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Begin by clar ifying the decision and the decision
cr iter ion, and work from right to lef t.

The decision is whether : to launch; to sell; or to
license the Glix product.

Management have det ermined that net present value
(NPV) is the correct decision crit erion.

NPV of Glix
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Launching Glix: What are the deter minants of net present
value?

➣ Revenue

➣ Cos t

NPV of Glix

Revenue

Cos ts
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What are the deter minants of revenue?

What do you need to know the calculate revenue?

Consider the price of Glix to be $5.00 per kilo.

NPV of Glix

Revenue

Cos ts

Volume

Market
Size

Market
Share
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What are the deter minants of revenue?

What do you need to know the calculate revenue?

Consider the price of Glix to be $5.00 per kilo.

NPV of Glix

Revenue

Cos ts

Volume

Market
Size

Market
Share

The double ellipses are
de t erminis tic nodes:
given the inputs from the
predecessor (upstream) nodes,
the outcome of the deter ministic
node can be found immediatel y.
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Ne xt consider the deter minants of cost.

What do you need to know to estimat e the cos ts associat ed
wit h Glix?

There is a fact ory in place that will only need minor
modifications at a cost of $1,500,000.

NPV of Glix

Revenue

Cos ts

Volume

Market

Size

Market

Share

Marketing

Cos ts

Manufactur ing

Cos ts
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Las tly, we need to add the decision.

Which key uncer tainties does the decision influence?

NPV of Glix

Revenue

Cos ts

Volume

Market

Size

Market

Share

Marketing

Cos ts

Manufactur ing

Cos ts

Launch

Glix
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